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a  b  s  t  r  a  c  t

The  vanadium  redox  flow  battery  (VRFB)  has  emerged  as  a viable  grid-scale  energy  storage  technology
that  offers  cost-effective  energy  storage  solutions  for renewable  energy  applications.  In  this  paper,  a
novel  methodology  is  introduced  for modeling  of  the transport  mechanisms  of  electrolyte  flow,  species
and charge  in  the  VRFB  at the  pore  scale  of  the  electrodes;  that is,  at  the  level  where  individual  carbon  fiber
geometry  and  electrolyte  flow  are  directly  resolved.  The  detailed  geometry  of  the  electrode  is  obtained
using  X-ray  computed  tomography  (XCT)  and  calibrated  against  experimentally  determined  pore-scale
characteristics  (e.g.,  pore  and fiber  diameter,  porosity,  and  surface  area).  The  processed  XCT  data  is  then
used as  geometry  input  for modeling  of  the  electrochemical  processes  in  the  VRFB.  The  flow  of  electrolyte
through  the  pore  space  is  modeled  using  the  lattice  Boltzmann  method  (LBM)  while  the  finite  volume
method  (FVM)  is used  to  solve  the  coupled  species  and  charge  transport  and  predict  the  performance  of
-ray computed tomography
oupled species and charge transport

the VRFB  under  various  conditions.  An electrochemical  model  using  the  Butler–Volmer  equations  is  used
to  provide  species  and  charge  coupling  at  the  surfaces  of  the  carbon  fibers.  Results  are  obtained  for  the
cell potential  distribution,  as well  as  local  concentration,  overpotential  and  current  density  profiles  under
galvanostatic  discharge  conditions.  The  cell  performance  is  investigated  as  a function  of  the  electrolyte
flow  rate  and  external  drawing  current.  The  model  developed  here  provides  a  useful  tool  for  building  the
structure–property–performance  relationship  of  VRFB  electrodes.
. Introduction

The vanadium redox flow battery (VRFB) was pioneered in the
980s by Skyllas-Kazacos and co-workers [1–3] as a means to facil-

tate energy storage and delivery from intermittent energy sources
ike wind and solar power systems. The intention was  to use the
RFBs as rechargeable batteries which can be charged or discharged
epending on whether energy is required to be stored or utilized.

 simplified schematic of a VRFB is shown in Fig. 1. At its core,
he VRFB consists of two porous electrodes separated by an ion
xchange membrane. An electrolyte consisting of vanadium ions
issolved in a sulfuric acid (H2SO4) solution flows through the
orous electrodes. The V3+ and V2+ ions are present in the nega-
ive electrolyte, while the VO2

+ and VO2+ ions are present in the
ositive electrolyte. The electrodes are composed of carbon fibers
nd form an electrically conductive fibrous network as depicted in

ig. 1. The pore space between the carbon fibers allows for flow
f the electrolyte, while the surface of the fibers facilitates the

∗ Corresponding author. Tel.: +1 215 895 1373; fax: +1 215 895 1478.
E-mail address: ysun@coe.drexel.edu (Y. Sun).

013-4686/$ – see front matter ©  2011 Elsevier Ltd. All rights reserved.
oi:10.1016/j.electacta.2011.12.065
© 2011 Elsevier Ltd. All rights reserved.

electrochemical reactions. During the discharging cycle, the follow-
ing reactions take place at the surface of the carbon fibers

Negative half cell : V2+ → V3+ + e− (1)

Positive half cell : VO2
+ + 2H+ + e− → VO2+ + H2O (2)

In the negative half cell, V2+ ions near the carbon fiber surface
are oxidized and converted to V3+ ions. The free electrons gen-
erated at the carbon fiber surface travel through the conductive
fibers to the current collector on the negative side, flow through
the external circuit and enter the current collector on the positive
side. The electrons then pass through the carbon fibers until they
reach the fiber–electrolyte interface and combine with VO2

+ ions to
produce VO2+. Catalysts are not necessary to initiate the reactions
at either electrode. Based on the Gibbs free energy of the electro-
chemical reactions, the open circuit voltage (OCV) for reaction (1) is
E0

n = −0.255 V [4] and that for reaction (2) is E0
p = 0.991 V [5],  lead-

ing to a theoretical standard cell OCV of 1.246 V at a temperature
T = 298 K. Here, the subscripts n and p denote negative and positive,

respectively.

A constant supply of V2+ ions and VO2
+ ions, dissolved in sulfuric

acid, is provided to the negative and positive electrodes, respec-
tively, via pumps connected to external storage tanks (shown in

dx.doi.org/10.1016/j.electacta.2011.12.065
http://www.sciencedirect.com/science/journal/00134686
http://www.elsevier.com/locate/electacta
mailto:ysun@coe.drexel.edu
dx.doi.org/10.1016/j.electacta.2011.12.065
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Fig. 1. Simplified schematic of a vanadium redox flow battery. In the present study,
the solid electrode and liquid electrolyte phases are explicitly distinguished in the
s
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The resulting binary tomogram is then assembled into a three-
imulation geometry.

ig. 1). The spent electrolyte then flows back to these storage tanks
n both half cells. The battery can continue producing power as long
s fresh reactants are available from the external storage tanks.
n important consequence of these reactions is the migration of
+ ions across the proton-conducting membrane from the nega-

ive half cell to the positive half cell in order to complete reaction
2) and to satisfy electroneutrality. The power rating of the VRFB
epends on the active surface area available for the electrochemi-
al reactions while the energy storage capacity is a function of the
ize of the storage tanks and the electrolyte composition within
hese tanks. If the VRFB is to be used as an energy storage device,
he electrochemical processes described in Eqs. (1) and (2) above,
perate in reverse, driven by an externally supplied potential which
s used to recharge the solutions in the electrolyte tanks. Note that
he pumps operate in the same direction, irrespective of the charg-
ng or discharging cycle of the VRFB. Although the VRFB appears
imilar in some respects to fuel cells, the main difference is that
he electrolyte is in the form of a re-circulating liquid and changes
ts composition (ionic species concentration) during operation. For
his reason, it is more appropriate to name this device as a recharge-
ble battery instead of a fuel cell [6].

Only a handful of numerical models [7–12] have been developed
or the VRFB so far. These models can be classified as macroscopic
r volumetric models in the sense that they use representative,
olume-averaged structures and effective properties to develop
heir results. For example, the porous electrode is treated as a
ontinuum for modeling purposes and the porosity and tortuos-
ty values are used to calculate the effective transport properties
hrough the electrode. Similarly, the active surface area available
or electrochemical reactions is not based on measurements of the
ctual electrode geometry and very little or no details are pro-
ided about how these parameters are obtained. As a result, most
acroscopic models cannot be used to examine the precise roles

f the electrode microstructure and electrolyte flow configuration
n the performance of the VRFB. In contrast to the existing macro-
copic models, a novel methodology is proposed here to directly
esolve the important species/charge/fluid transport processes at
he electrode pore scale and meanwhile simulate the perfor-
ance of VRFB at the system level. As expected, this approach is
omputationally expensive, but the advantage is that one can
orrelate the performance of the VRFB to the exact electrode
 Acta 64 (2012) 46– 64 47

microstructure and electrolyte flow configuration, and thus be able
to optimize the microstructure to improve the system-level perfor-
mance. A similar pore-scale approach has led to promising results
for solid oxide fuel cells (SOFCs) [13–17] and polymer electrolyte
membrane (PEM) fuel cells [18–20],  although to the best of authors’
knowledge the integration of transport processes and electrochem-
istry within a single model has not been achieved as of yet for either
a SOFC or a PEM fuel cell using a pore-scale approach. The present
model of the VRFB accounts for coupled species/charge/fluid trans-
port processes as well as electrochemistry, and the methodology
presented herein can be applied to many electrochemical sys-
tems. The widespread availability of supercomputers has made the
development of pore-scale transport resolved models feasible and
numerical simulations can thus correspond more closely to the
physics of the VRFB.

The remaining part of this paper is organized as follows. Sec-
tion 2 describes the procedure in acquiring and characterizing a
reconstruction of the detailed, 3-D geometry of an actual VRFB
electrode material using X-ray computed tomography (XCT). The
pore-scale model assumptions and governing equations for vari-
ous transport processes taking place in the electrode are discussed
in Section 3. Implementation details about the lattice Boltzmann
method (used to simulate the flow of electrolyte) and the finite
volume method (for charge and species transport) are provided in
Section 4. Model results are presented and discussed in Section 5
followed by conclusions and recommendations for further study in
Section 6.

2. Microstructure characterization

A critical step in understanding the pore-scale transport phe-
nomena in VRFBs is to acquire precise microstructural information
of the porous graphite felt electrodes. This is obtained by imaging
a commercial carbon-felt electrode material using X-ray computed
tomography, pre-processing the resulting tomogram to minimize
imaging errors and then digitally assembling it into a virtual vol-
ume, and finally characterizing the 3-D geometry to determine the
phase connectivity, porosity, feature size distributions, and specific
surface area.

2.1. X-ray computed tomography

X-ray computed tomography (XCT) is a non-destructive imaging
and metrology technique used to acquire precise microstructural
reconstructions with sub-micron resolution. The sample atten-
uates the X-ray signal according to the local material density,
providing excellent contrast of distinct phases of dissimilar density
(e.g., carbon fiber and pore/void phases). A sample of Electrolyt-
ica GFS6-3mm carbon felt (typically used in VRFBs) is imaged
using a SkyScan 1172 X-ray tomograph. Preliminary analysis of
the material using scanning electron microscopy (SEM) and XCT
revealed pore and fiber sizes approximately ranging from 20 to
200 �m and 10 to 80 �m,  respectively (Fig. 2). A resolution of
1.5 �m is chosen to ensure ample identification of geometric
features while still providing a large and representative domain
for analysis.

To distinguish (segment) the carbon fiber and pore phases
in the grayscale XCT tomogram, a binary segmentation proce-
dure is performed based on a pixel intensity threshold chosen
such that the resulting dataset matches the porosity experimen-
tally obtained via mercury intrusion porosimetry (i.e., 92.6%).
dimensional (3-D) digital array, where each entry corresponds to a
1.5 �m × 1.5 �m × 1.5 �m voxel belonging to either the pore phase
(0) or the fiber phase (1). The resulting virtual volume array (or a
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ig. 2. SEM micrographs used to determine the characteristic length scales of the
lectrode material. These characteristic length scales are considered when selecting

 resolution for the XCT imaging.

ubset of it) can then be used as a geometric input into the pore-
cale resolved transport model, as shown in Fig. 3.

.2. Transport property analyses

The virtual volume generated for the tested electrode sample
s directly analyzed to determine key transport metrics such as
hase connectivity, porosity, pore size distribution, and active sur-
ace area. Traditional porometric techniques (mercury intrusion,
iquid extrusion, etc.) utilize differential pressure to force a fluid
hrough a sample. The mechanical interactions caused by the pres-
urized fluid can alter or damage the microstructure of the sample,
esulting in metrics which are not representative of a virgin sam-
le. The XCT-based approach described here, however, avoids these

naccuracies by directly analyzing the microstructure-sensitive
roperties of the virgin sample, without the use of secondary
easurements such as differential pressure. The details of each
icrostructural property analysis are explained below, and the

esults for a 1.5 mm × 1.5 mm  × 1.5 mm carbon-felt sample are tab-
lated in Table 1. The method used here is also applicable for
haracterizing other porous materials.
.2.1. Porosity, internal surface area, and pore-size distribution
Porosity and internal (active) surface area are key geometric

arameters that characterize the porous electrode material, and

ig. 3. Procedure for reconstructing microstructural electrode fiber virtual volume using XC
b)  The tomogram is then segmented to distinguish the carbon fibers from the pores. (c
olume  for further analysis. The original “master” dataset for the fiber structure is compr
Acta 64 (2012) 46– 64

can be readily obtained from the XCT-reconstructed virtual volume.
Porosity is defined as the fraction of the total sample volume which
is occupied by the pore phase, and can be obtained by counting
the number of voxels belonging to each respective phase. Inter-
nal surface area is characterized at all locations where the pore
phase interfaces with the fiber phase. In computing internal sur-
face area, the face-connected neighbors of every fiber-phase voxel
in the volume are checked. If a neighbor is a pore-phase voxel, then
the shared face is counted toward the internal surface area.

Both pore and fiber size distributions for the sample are obtained
according to the following algorithm: features (pores or fibers) of
a given size are removed from the dataset by performing a mor-
phological opening operation. The opening operation utilizes a
structuring element template to identify features of a specific size
and shape. The change in phase volume due to the opening oper-
ation provides an indication of the prevalence of features which
fit the structuring element. A distribution is obtained by tracking
the change in phase volume while iterating the opening operation
with structuring elements of increasing size. The resulting pore and
fiber size distributions and a schematic of the operation is shown in
Fig. 4. In this study, a circular structuring element with a diameter
varying from 7.34 �m to 588.62 �m is used.

2.2.2. Phase connectivity
Phase connectivity is a crucial parameter for pore scale model-

ing. For instance, electrolyte flow and species transport can only
occur through the connected pore region, while electron transport
can only occur through the connected fiber region. Disconnected
phases manifest themselves as floating islands of material and
play no part in the electrochemical simulation. In this study, a
face-connected criterion is utilized, i.e., voxels of the same phase
must share a common face to be considered connected, while
phases sharing only a common edge or corner are not considered
connected. Connectivity is hence defined relative to the current col-
lector for the solid electrode phase, and relative to the cell inlet
(i.e., the inlet of electrolyte flow at the bottom of each half cell)
for the liquid electrolyte phase. An algorithm can be employed in
which a connectivity marker (or a colored dye) is injected from
the appropriate reference plane into the phase of interest and is

allowed to permeate throughout the volume, marking connected
phases as defined by the face-connectivity criterion. Once this pro-
cess is complete, disconnected phases can be readily identified, and
removed.

T. (a) A tomogram is generated by imaging the electrode material at high resolution.
) Finally, the binary images are stacked together and reconstructed into a virtual
ised of 1000 × 1000 × 1000 voxels at 1.5 �m/pixel resolution.
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Table 1
Characterization of XCT reconstructed carbon-felt geometry.

Units XCT subset XCT master Experimental

Lattice size [x,y,z] voxels 120 × 30 × 120 1000 × 1000 × 1000 –
Grid  resolution �m/voxel 4.5 1.5 –
Cell  dimensions [L,W,H] mm 0.6 × 0.15 × 0.6 1.5 × 1.5 × 1.5 –
Porosity – 0.9129 0.9256 0.9260a

Specific surface area mm2/mm3 39.7 41.9 37.5a

Mean pore diameter �m 137.2 115.5 102.2 ± 8.27a

Mean fiber diameter �m 17.26 15.16 20.80 ± 6.53b
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a Obtained from mercury intrusion.
b Obtained from SEM imaging.

.3. Simulation geometry

The last step in the construction of the simulation geom-
try is the utilization of the XCT fiber structure. To make
he simulation dataset more computationally feasible, the input
tructure is limited to a few hundred thousand elements (the
.5 mm × 1.5 mm × 1.5 mm master structure alone consists of

 billion node points). The following measures are taken in order
o produce a simulation geometry that offers a good representa-
ion of the master structure and is computationally feasible. First, a
maller geometric subset of the original master XCT structure must
e extracted. Care is taken to ensure that the smaller subset exhibits
he same geometric properties as the original master. Four param-

ters are selected as points of comparison between the subset and
aster geometry: surface area, porosity, pore size distribution, and

ber size distribution. An algorithm is then employed to check
hese parameters for every subset in the master geometry. The

ig. 4. The pore (a) and fiber (b) size distributions for the sample material. To obtain the
isk-shaped structuring element to identify and remove structures of size ‘x’ (c). The dis
nd  final datasets (images A and B, respectively). The complete distribution is obtained b
subset fiber structures are free of disconnected phases as defined by
the face connectivity criterion. The one with the lowest weighted
error is selected as the optimal subset for use as an input geometry
for the pore-scale resolved transport model. Second, the resolution
of the subset geometry is coarsened to 3 times that of the origi-
nal XCT data, from 1.5 �m/pixel to 4.5 �m/pixel. This is done by
marching through the original high-resolution geometry and col-
lecting multiple nodes in a 3 × 3 × 3 control volume, in which the
phase of majority contained in the volume will be assigned to a new
low-resolution geometry to represent the same physical structures
of the high-resolution geometry.

Fig. 5 shows the 3-D simulation geometry with all the major
components of the flow cell. The optimal fiber subset taken from

the original XCT master structure is duplicated in both half cells. The
entire simulation geometry is comprised of 120 × 30 × 120 voxels.
The geometric parameters for the subset geometry as well as the
original master are tabulated in Table 1. As shown in the same

se distributions, the morphological opening operator is used in conjunction with a
tribution function is determined by the difference in volume between the original
y iterating the process using structuring elements of increasing size.
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Fig. 5. Simulation geometry used in the 3-D pore-scale simulation. The fiber struc-
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Table 2
Species transport parameters.

Species Concentration (Cj) Charge (zj) Diffusivity (m2 s−1)

V2+ CII +2 2.4 × 10−10 [10]
V3+ CIII +3 2.4 × 10−10 [10]
VO2+ CIV +1 3.9 × 10−10 [10]
VO2

+ CV +2 3.9 × 10−10 [10]
H+ C + +1 9.312 × 10−9 [12]
ure used in the geometry is a subset taken from the original master XCT geometry
nd exhibits an optimal match of geometric parameters.

gure, a convention of dimensionless length, width, and height
X*, Y*, Z*, respectively) will be used throughout this paper. Note
hat X* is only defined relative to the total length of the positive
nd negative half cells between the current collector and mem-
rane, and a discontinuity exists in X* across the membrane, i.e.,
* = X/[(x1) + (L − x2)] where 0 ≤ X ≤ x1 or x2 ≤ X ≤ L. Y* and Z* are
efined relative to the total cell width and height, respectively,
ased on Y* = Y/W and Z* = Z/H. Additionally, unless otherwise
oted, the negative half cell will always be shown on the left, and
ice versa for the positive half cell.

. Model assumptions and equations

Having obtained a detailed reconstruction of the carbon-felt
eometry, pore-level transport models were developed to simulate
he flow of electrolyte, the transport of ionic species (reactants and
roducts), the charge transport (electric current) through both the
olid and the liquid phases, as well as the electrochemical reactions
t the carbon fiber surface.

.1. Fluid transport

The flow of liquid electrolyte through the connected pore space
s governed by the continuity equation and the Navier–Stokes equa-
ions given by

· u = 0 (3)

∂u
∂t

+ (u · ∇)u = − 1
�

∇p + �∇2u (4)

here u is the liquid (electrolyte) velocity, � is the density, p is
he pressure and � is the kinematic viscosity. In lieu of the tradi-
ional computational fluid dynamics (CFD) approach to modeling

he above set of equations, the lattice Boltzmann method (LBM)
ill be utilized in this study. The LBM has been well established

s an efficient alternative to solving the Navier–Stokes equations
n complex geometries such as flow in porous media. In this study,
H
H2O CH2O 0 2.3 × 10−9 [10]
SO4

2− CSO4
2− −2 2.2 × 10−10 [10]

the following assumptions are made for modeling the flow of elec-
trolyte:

• The electrolyte is incompressible and Newtonian.
• The viscosity is uniform throughout the electrode.
• The ionic species do not influence the flow field in any manner.
• No-slip boundary conditions are assumed to hold at the carbon

fiber surface.
• The flow is driven by a constant pressure gradient along the Z-

axis.
• Isolated pores do not contain liquid electrolyte and ionic species.

3.2. Species transport

Let the concentration of species j be represented by Cj, j ∈ {II, III,
IV, V, H+, H2O}, where the first four numerals denote the charge
of vanadium species (II corresponds to V(II), etc.). The transport
of species j within the electrolyte (flowing through the pores) is
governed by the convection–diffusion equation, with an additional
term to account for electrokinetic transport of charged species:

∂Cj

∂t
+ u · ∇Cj = Dj∇2Cj + ∇ ·

[
zjCjDj

RT
∇�

]
(5)

where Dj is the diffusivity of species j, zj is the charge of species j,
R the universal gas constant, T the absolute temperature, and � the
electrical potential. The concentration of SO4

2− is obtained via the
electroneutrality condition,

∑
zjCj = 0. It should be noted that the

electrokinetic transport term, the last term on the right-hand side
of Eq. (5),  is neglected in this present study, because its effect is neg-
ligible in redox flow batteries [12]. In the ion-exchange membrane,
H+ is assumed to be the only active species. Assuming the mem-
brane is fully saturated, the concentration of H+ is equivalent to the
amount of fixed charged sites Cf in the membrane structure, which
for a Nafion® membrane correlates to the concentration of sulfonic
acid groups [10]. The values of the species-dependent parameters
are given in Table 2. The following assumptions are made regarding
the transport of ionic species in the present model:

• The concentration of all ionic species within the solution is very
dilute.

• The effects of species cross-over in the membrane are negligible.
• The sulfuric acid completely dissociates into sulfate SO4

2− and
protons H+.

• The species do not interact with each other in the bulk fluid and
the only diffusivity that matters is the diffusivity of the species in
the solvent.

• Migration of H+ and H2O across the ion-exchange membrane is
neglected.

3.3. Charge transport
Inside the solid carbon fibers, the current density J is calculated
via

J = −�s∇� (6)
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Table 3
Charge transport parameters.

Description Symbol Value Units

Solid conductivity �s 1000 S m−1a

Electrolyte conductivity �eff Eq. (8) S m−1

Membrane conductivity �mem Eq. (8) S m−1
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Table 4
Parameters used in the Butler–Volmer equation.

Description Symbol Value Units

Anodic transfer coefficient: negative ˛1,a 0.5a –
Cathodic transfer coefficient: negative ˛1,c 0.5a –
Anodic transfer coefficient: positive ˛2,a 0.5a –
Cathodic transfer coefficient: positive ˛2,c 0.5a –
Standard reaction rate constant: negative k1 1.7 × 10−7 [3] m s−1

Standard reaction rate constant: positive k2 6.8 × 10−7 [23] m s−1

Equilibrium potential: negative E0
2 0.991 [5] V

Equilibrium potential: positive E0
1 −0.255 [4] V

Operating temperature T 298 K
External current density Jext 400 A m−2

a Estimated.

here �s is the electrical conductivity of the solid fibers. Because
harge is conserved, the current density field is divergence free
∇ · J = 0) and the governing equation for the potential field can be
ritten as

 · (�s∇�) = 0 (7)

In the electrolyte occupying the pore space, the effective elec-
rical conductivity �eff is defined using

eff = F2

RT

∑
z2

j DjCj (8)

nd the potential field is obtained via

 ·
[

�eff ∇� + F
∑

zjDj∇Cj

]
= 0 (9)

here F is Faraday’s constant (F = 96,485 C mol−1). For this study,
qs. (8) and (9) are also applied to solve the potential within the
on-exchange membrane. The default values of these parameters
re summarized in Table 3.

.4. Boundary and initial conditions

.4.1. Electrochemical reactions at the active surface
The rate at which species are generated or consumed at

lectrode–electrolyte active surfaces depends on their local con-
entrations in the proximity of the electrode fibers. In contrast
o a volume-averaged approach, the species concentrations at the
ctive surface (Cs

j
) are directly available in the current pore-scale

odel. In this work, the Butler–Volmer equations are employed
o couple the species concentrations at the active surface (repre-
ented by the superscript s) to the electrical potential in the solid
nd liquid phases across the active surface. During discharge, the
ole fluxes for V2+ and V3+ in the negative half cell are denoted by
II and NIII, respectively, and are calculated using

NII · n̂ = NIII · n̂ = k1(Cs
II)

˛1,c (Cs
III)

˛1,a

[
exp

(
˛1,aF�1

RT

)

− exp
(

−˛1,cF�1

RT

)]
(10a)

here k1(Cs
II)

˛1,c (Cs
III)

˛1,a on the right-hand side of Eq. (10a) rep-
esents the exchange current density [6].  The unit normal on the
urface of the carbon fiber, pointing from the solid into the elec-
rolyte phase is denoted by n̂.  On the positive half cell, the mole
uxes for VO2

+ and VO2+ are denoted by NV and NIV, respectively,
nd are calculated using

IV · n̂ = −NV · n̂ = k2(Cs
IV)˛2,c (Cs

V)˛2,a

[
exp

(
˛2,aF�2

RT

)

− exp
(

−˛2,cF�2

RT

)]
(10b)
In the above equations, k1 and k2 are reaction rate constants
or reactions (1) and (2),  respectively, ˛i,a and ˛i,c are the anodic
nd cathodic transfer coefficients, where the subscript i denotes
a Estimated.

reactions (1) and (2).  The overpotentials at the negative and positive
electrodes are denoted by �1 and �2 and are given by

�1 = �s − �e − E1 (11)

�2 = �s − �e − E2 (12)

where �s − �e represents the voltage drop between the solid phase
and the electrolyte. The effective voltages E1 and E2 on the respec-
tive electrodes are obtained using

E1 = E0
1 + RT

F
ln

(
CIII

CII

)
(13)

E2 = E0
2 + RT

F
ln

(
CV

CIV

)
(14)

Eqs. (13) and (14) are the so-called Nernst equations that are used
to calculate the effect of reactant and product concentrations on the
open circuit voltage (OCV). For the VRFB, the OCV  can be increased
to 1.67 V by using high-purity vanadium solutions [21]. In addition,
the relationship between the current density J and the species flux
N is provided by Faraday’s law

N = J
F

(15)

The parameter values used in the Butler–Volmer equations are
summarized in Table 4.

3.4.2. Boundary conditions for mass and momentum balance
The flow of electrolyte takes place through the pore space of the

electrode. At all fixed walls including the electrolyte/electrode and
the electrolyte/membrane interfaces, a no-slip boundary condition
is used. A zero gradient boundary condition is used at the domain
walls at Y* = 0 and Y* = 1. The driving force for the electrolyte flow
is a pressure difference and a high and a low fluid pressure are
specified at the cell inlet (Z* = 0) and outlet (Z* = 1), respectively.
The initial condition used for the velocity field is u = 0.

3.4.3. Boundary conditions for species balance
For the quasi-steady-state simulation considered in this study

(i.e., the storage tank is assumed to be very large), the change in inlet
concentrations with time is negligible. Hence, in the electrolyte
phase, Dirichlet concentration boundary conditions are specified
for all species at the cell inlet (Z* = 0) except sulfate. It is con-
venient to define the inlet concentration of any species (Cin

j
) in
terms of the total vanadium concentration of the positive (C0,+)
and negative (C0,−) half cells and initial proton concentration of
the initial positive (C0,+

H+ ) and negative (C0,−
H+ ) half cells with respect
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Table 5
Total species concentrations.

Description Symbol Concentration
(mol m−3)

Total vanadium concentration (positive electrode) C0,+ 2000a

Total vanadium concentration (negative electrode) C0,− 2000a

Initial proton concentration (positive electrode) C0,+
H+ 4000a

Initial proton concentration (negative electrode) C0,−
H+ 6000a

Initial water concentration C0
H2O 4200b

Fixed charge site concentration Cf 1200 [22]
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−1 0 0 0 0 1 1 −1 −1 1 1 −1 −1
a Based on vanadium solubility limit.
b Estimated.

o the state of charge (SOC) of the electrolyte, as determined
rom

SOC = CII

C0,− = CV

C0,+

Cin
II = C0,− · SOC

Cin
III = C0,− · (1 − SOC)

Cin
V = C0,+ · SOC

Cin
IV = C0,+ · (1 − SOC)

Cin,−
H+ = C0,−

H+ + C0,− · SOC

Cin,+
H+ = C0,+

H+ + C0,− · SOC

(16)

here the total vanadium and proton concentrations are given
n Table 5. Unless otherwise stated, the SOC for all simu-
ations is 50%. Outflow boundary conditions are used for all
pecies in the electrolyte at the cell outlet at the top boundary
Z* = 1).

At the electrode/electrolyte interface, the mole flux of electro-
hemically active species is calculated using the Butler–Volmer
quation. For all other species, the flux at this interface is set to
ero.

For the electrolyte/membrane interface, a zero-gradient flux
oundary condition is imposed for all species, including H+. To
roperly account for the transport of H+ across the membrane, a
implified treatment to account for the bulk generation and deple-
ion of H+ in the electrolyte based on electroneutrality is adopted.
s required by electroneutrality, during discharge, H+ concentra-

ion decreases in the negative half cell and increases in the positive
alf cell by the same amount as protons migrate across the mem-
rane. The change in H+ concentration in the positive and negative
lectrolyte is hence accounted for by treating H+ as a participant
n the electrochemical reaction at the active surface of the carbon
bers. The bulk generation and depletion of H+ in the positive and
egative half cells, respectively, is then given by the positive and
egative mole flux calculated in Eq. (10).

.4.4. Boundary conditions for charge conservation
For the electric potential, a uniform external current density,

ext, is applied on the current collector boundary at X* = 0 and −Jext

s applied at X* = 1. The current density at the electrode/electrolyte
nterface is given by the Butler–Volmer equation. Zero potential

e˛ =

⎡
⎢⎣

0 1 −1 0 0 0 

0 0 0 1 −1 0 

0 0 0 0 0 1 
ux boundary conditions are imposed on all other surfaces of the
imulation, including the cell inflow and outflow boundaries.
Acta 64 (2012) 46– 64

4. Solution methodology

The inputs to the numerical model are the domain geome-
try, physical properties of various parts of the battery, electrolyte
flow conditions, species concentrations at the inlet, electro-
chemical reaction constants for the Butler–Volmer equations,
transport coefficients for species and charge and the external
current density at both negative and positive current collec-
tors. Once these quantities are properly specified, the flow field
inside the porous electrodes is calculated first using LBM. The
coupled potential and species concentration fields are then simul-
taneously solved using an iterative method until a steady-state
solution is obtained or until the desired charging and discharg-
ing behavior of the flow battery is simulated. Here, constant
inlet concentrations are assumed, which essentially represent an
unlimited supply of fresh ionic species from the storage tanks
(assumed to be of infinite size) to both electrodes, at a rate
determined by the pumping speed. One primary outcome of
the numerical model is the potential difference across the neg-
ative and positive current collectors, i.e., the cell voltage. In
the following subsections, the LBM for fluid flow and the finite
volume method for coupled species and charge transport are dis-
cussed.

4.1. Lattice Boltzmann method (LBM) for fluid flow

Unlike the Navier–Stokes equations, where fluid velocity and
pressure are the primary independent variables, the primary vari-
ables in the LBM are the particle velocity distribution functions
(PDFs). The PDF at spatial location x along direction  ̨ is denoted
by f˛ and can be thought of as representing the number of fluid
particles at location x that are moving along the direction ˛. The
LBM simulates incompressible fluid flow by tracking the transport
of these PDFs on a discrete Cartesian lattice, where the PDFs can
only move along a finite number of directions corresponding to the
neighboring lattice nodes. The particle velocities are such that PDFs
jump from one lattice node to the neighboring lattice node in one
time step. The lattice Boltzmann equation (LBE) describes the evo-
lution of PDF populations (along a finite number of directions) with
time at each lattice node

f˛(x + e˛, t + 1) = f˛(x, t) −
[

f˛(x, t) − f eq
˛ [�(x, t), u(x, t)]

�

]
(17)

The right hand side of Eq. (17) represents the collision process,
where the effects of external forces and interactions of different
PDFs arriving at node x from neighboring nodes is considered. The
relaxation time � controls the kinematic viscosity � of the Boltz-
mann fluid via the relation

�  = 2� − 1
6

(18)

The “post-collision” PDF then streams to the left hand side of
Eq. (17). The 19 base velocities e˛ for the D3Q19 velocity model are
given by

1 −1 −1 1 0 0 0 0 1 −1  −1 1

1 1 −1 −1 1 −1 −1 1 0 0 0 0

⎤
⎥⎦ (19)
where each column represents a base vector from the origin to the
various neighboring node points (  ̨ = 0–18).
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Table 6
Weight factors used in the D3Q19 model.
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w˛ = 1

3 w˛ = 1
18 w˛ = 1

36

The macroscopic density � and velocity u can be obtained at
ach lattice node by taking moments of f˛ along all the discrete
irections and are calculated using Eqs. (20) and (21)

 =
18∑

˛=0

f˛ (20)

u =
18∑

˛=1

f˛e˛ (21)

he actual flow velocity u′, used to plot velocity vector fields, is
alculated using

�u′ =
18∑

˛=1

f˛e˛ +
18∑

˛=1

f eq
˛ e˛ (22)

he equilibrium distributions f eq
˛ at each lattice node depend on

he macroscopic density and velocity at that node and are given by

eq
˛ (�, u) = �w˛

[
1 + 3(e˛ · u) + 9

2
(e˛ · u)2 − 3

2
(u · u)2

]
(23)

here the weight factors w˛ are given in Table 6.
The presence of solid walls and inlets and outlets requires appro-

riate boundary conditions. The half-way bounce-back scheme
24–27] is used to model the no-slip boundary condition at the
all boundaries. To specify the fluid pressure at the inlet and out-

et boundaries, the extrapolation scheme introduced by Guo et al.
28] is adopted here.

.2. Finite volume method for charge and species transport
A three-dimensional finite-volume method (FVM) [29] has been
sed to solve the coupled charge and species transport equations in
he porous electrode. The harmonic means of the diffusivity and/or

ig. 6. Schematic of our pore-scale multiphase simulation geometry shown in a 2-D plane
ith  the interface between the two phases (yellow line) signifying the active surface ab

lectrochemical reaction occurring at an active surface for discharge of the negative half c
ore  phase is solved using the LBM, while the species and charge transport is solved usi
eader  is referred to the web version of this article.)
 Acta 64 (2012) 46– 64 53

electrical conductivity are used for volumes whose faces repre-
sent the boundary between the liquid electrolyte, carbon fiber, and
membrane. It is assumed that the surface concentrations in Eq. (10)
(ideally at the faces of the control volume) can be approximated
by the concentrations immediately adjacent to the surface. A fully
implicit scheme and Jacobi method are applied to simultaneously
update species and potential fields until a converged solution is
obtained.

4.3. Solution procedure

As the first step of the pore-scale approach, LBM is used to cal-
culate the flow field inside the porous carbon-felt electrode. The
converged flow field obtained through LBM is in “lattice units,”
and must be converted to physical units via a matching Reynolds
number(

UavgLavg

�

)
LBM units

=
(

UavgLavg

�

)
physical units

(24)

where the characteristic length scale, Lavg, is taken to be the average
pore size based on the XCT data, and the characteristic velocity, Uavg,
is defined as the average velocity of the cell inlet (Z* = 0). Assuming
that the kinematic viscosity of the electrolyte is similar to water
(� = 10−6 m2 s−1) and using the actual control volume size as the
length scale (	x = 1 in LBM units), one can calculate the scaling fac-
tor from the LBM-calculated velocity field to the correct velocity
field in physical units throughout the pore-space of the carbon-
felt electrode. For a given problem, the velocity field only depends
on the geometrical details, fluid properties (viscosity) and on the
pressure difference. Depending on the size of the solution domain
along Z, a prescribed pressure difference between the inlet and out-
let is specified such that Re = O(0.1), comparable to the values used
in VRFB experiments and models [11]. The resulting flow field, in
physical units is used in the FVM to solve for the coupled charge
and species transport equations. A schematic of this methodology
is shown on a 2-D cross section for a sample of a solid/pore network

in Fig. 6.

The LBM and FVM methods were implemented in FORTRAN 90
using the Message Passing Interface (MPI) for parallel processing.
The tolerance for potential and concentration fields was set to be

. (a) Solid fibers (green) and pore spaces (blue) are assembled in a Cartesian lattice,
out which electrochemical reactions take place. (b) 4 × 4 subsection showing the
ell, which is modeled using the Butler–Volmer equation. The fluid transport in the

ng the FVM. (For interpretation of the references to color in this figure legend, the
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of the porous electrode is available.
• Potential drops inside the solid phase, inside the liquid electrolyte

and across the membrane are negligible compared to the poten-
tial drops across the active surfaces.
ig. 7. LBM simulation of electrolyte flow through the porous carbon-felt electrode
.  (b) Vertical component of the fluid velocity in a XY plane at the inlet.

 × 10−8. A typical simulation based on a 120 × 30 × 120 subset of
he XCT structure converged with 20 h using a 64-core computer
unning on the TeraGrid.

. Results and discussion

.1. Flow through porous electrodes

For the baseline XCT simulation geometry, the LBM yielded
n averaged inlet velocity of Uavg,LBM = 9.938 × 10−4. Using a LBM
iscosity of �LBM = 1/6 (which corresponds to a relaxation time of

 = 1) and an averaged pore diameter of Lave,LBM = 30.4 voxels (from
able 1) led to an Re = 0.182. The average inlet velocity was  then
ound to be (utilizing Eq. (24)) Uavg,physical = 1.325 mm s−1. Fig. 7
hows the Y-midplane velocity field and vertical component of inlet
elocity in the negative half cell of the electrolyte flow through the
orous electrode in physical units.

.2. Effect of electrode surface area on cell voltage

A critical parameter in the operation of a flow battery is the
ctive area available for electrochemical reactions at the surface
f the carbon fibers. Simulations are conducted using idealized
eometries of varying surface areas to investigate their effects on
ell performance. Also, a simplified model derived from the basic
rinciples of charge conservation is introduced to serve as an ana-

ytical utility in verifying and exploring the effects of surface area
n cell performance.

.2.1. Geometries for surface area analysis
Simple electrode geometries are used in order to examine the

ehavior of the system with respect to the active area available
or electrochemical reactions. In Fig. 8, five idealized geometries of
he flow battery are shown in XY-cross section (electrolyte flow is

hrough the blue areas and coming out of the page) and all features
hown are identical along the Z-axis. The objective is to succes-
ively increase the active area and to examine its effect on the cell
oltage. A grid size of 120 × 15 × 20 is used in all simulations with a
.5 �m/pixel resolution so that the active areas of these simplified
eometries vary on the order of 103–105 m2/m3.
elocity field in the negative half cell shown in cross section about the midplane in

5.2.2. Simplified model for calculating overpotentials and cell
voltage of a VRFB

The detailed, pore-scale approach outlined in this paper is a
general methodology for all parametric conditions. However, for a
special range of problems, a simple method based on charge conser-
vation can be used to predict the overpotentials and voltage drops
in a VRFB for various operating parameters. The main assumptions
and conditions under which this simplified model can be used are:

• The concentrations for all vanadium species do not change sig-
nificantly from the values specified at the inlet to the electrodes.

• The VRFB is assumed to be operating at steady-state.
• Detailed geometric information regarding the active surface area
Fig. 8. Simplified electrode geometries used to examine the effect of specific area
on  the performance. Solid electrode and liquid electrolyte phases are denoted by
yellow and blue, respectively (current collectors are not shown). Case (a) has the
least active area. In cases (b), (c), and (d), the solid forms fin-like extensions into
the  liquid electrolyte. Case (e) shows fin structure with studded features to further
increase surface area. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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Fig. 9. Cell voltage against area ratio of the electrode for galvanostatic discharge
at  various current densities at 50% SOC. Charge conservation approximation of cell
voltage agrees well with pore scale simulation results using idealized structures
from  Fig. 8 and XCT structure at discharge rate of 400 A m−2. The reported cell volt-
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Fig. 10. Overpotential as a function of SOC compared against You et al. [12] under

decreases activation losses, resulting in a higher overall cell volt-
age. The cell voltage reported by You et al. [12] for the same current
density is shown on the same figure and is within 1.8% of the value

Fig. 11. Cell voltage as a function of SOC for pore scale model using idealized geom-
ge  in You et al. [12] is within 1.8% of the simplified charge conservation model. A
tructure exhibiting area ratio used in Shah et al. [10] is expected to saturate at the
pen circuit potential if operating under the same conditions.

The basic idea of the simplified model is that at steady-state, the
otal current flowing in through the current collectors is exactly
dentical to the total current leaving/entering the active surface of
he carbon fiber electrodes. If the surface area of the current collec-
or is Aext and the active area of the carbon fibers is A1 and A2 on
he negative and positive electrodes, respectively, then

extAext = J1A1 = −J2A2 (25)

here Jext is the current density at the current collector, and J1 and J2
ndicate the integrated average current densities over the negative
nd positive electrode surfaces, respectively. The ratio of the active
urface area to the current collector area is defined as A*. The area
atio A* can also be expressed as the product of specific surface area
A/V, where V is the half cell volume) with the length, l, of the half
ell via A* = A l/V. If the length of the half cells remain constant (as
s the present case), an increase in area ratio is equivalent to an
ncrease in specific surface area.

Once the average current density at the active surface is known,
ne can estimate the average overpotential at the active surface
sing the Butler–Volmer equations of Eq. (10), assuming that the
anadium ion concentrations at the active surface are equal to the
orresponding inlet concentrations. Based on these overpotential
alues, one can calculate the average potential drop across the
ctive surface using Eqs. (11) and (12). Finally, the potential drops
n the negative and positive side can be combined to obtain the
perating voltage.

Because the height of our simulated batteries is small (on the
rder of tens of microns), no significant changes are expected in
he species concentrations and the SOC remains almost identical to
hat present at the flow inlet boundary. Thus, this simplified model
an be utilized in verifying our pore-scale simulated cell voltage.

.2.3. Comparison between numerical results and simplified

odel

Fig. 9 shows the cell voltage as a function of the area ratio for
everal different discharge currents ranging from 0.4 to 400 A m−2

sing the simplified charge conservation model of Eq. (25). The
the  same operating conditions with a galvanostatic current density of 400 A m−2.
As  expected, the overpotentials for the pore-scale model in the present study are
antisymmetric about SOC for each half cell between charging/discharging.

pore-scale simulations are carried out for a current density of
400 A m−2 and a SOC of 50%. It should be noted that to make
comparison with the results of You et al. [12], the total vana-
dium concentration at the inlet of each electrode is set to
be 2000 mol  m−3, the positive open circuit potential is set to
1.004 V, and the initial inlet hydrogen concentration is changed to
4500 mol m−3.

Results from the idealized electrode geometries show good
agreement with the model prediction. As shown in Fig. 9, an initial
increase in cell voltage is observed with increasing surface area.
This can be explained by the fact that with more surface area,
the local current density at the active surface decreases, which
etry compared against volumetric model results by You et al. [12] under the same
operating conditions with a galvanostatic current density of 400 A m−2. Excellent
agreement indicates that the pore scale model is capable of reproducing results
from volumetric models. Note that 140 mV has been added to the cell voltage of the
pore scale results [12,30].
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Fig. 12. Pore-scale predictions of concentration distribution in both half cells with an inlet SOC of 50% during galvanostatic discharge at 400 A m−2.  Distributions shown are
( aged S
c alf ce

p
l
a

w
i
c
e
d
i

a)  local concentration of V(III) and V(IV) at the Y-midplane, (b) corresponding aver
orresponding averaged SOC along X for both the (1) negative and the (2) positive h

redicted by the simplified model. The discrepancy here is most
ikely due to the fact that the area ratio parameter does not properly
ccount for the porosity.

From the simplified model, it can be seen that all cell voltages
ill tend to saturate at the open circuit voltage with an indefinite

ncrease in area ratio. This represents the limiting case for flow

ell operation at which there are essentially no losses from the
lectrode. However, the pumping requirements for utilizing such a
ensely packed electrode material would render such an electrode

mpractical. For comparison, the cell voltage as extrapolated from
OC along Z (where SOC fluctuations are due to local pore space variations in Z), (c)
lls.

the large area ratio of Shah et al. [9] is shown on the figure and is
expected to saturate at the open circuit voltage if operated under
the same conditions as the present study. It is important to note that
one must be cautious when extrapolating cell voltage from model
predictions for large area ratios (but still smaller than the area
ratio for full saturation) based on simplified charge conservation.

This is because for large area ratios, species concentration may  be
impacted significantly, thereby invalidating the simplified charge
conservation model. In contrast, the detailed pore-scale model can
be applied for all specific area values.
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Fig. 13. Pore-scale predictions of overpotential distribution on the active surface with an inlet SOC of 50% during galvanostatic discharge at 400 A m−2. Distributions shown
a long Z
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.3. Charging/discharging cycle

In this section, a quasi-steady state charging/discharging cycle
f the flow cell is simulated using the pore-scale model based

n steady-state solutions at different inlet SOCs assuming that
n infinite supply of fuel is provided from the storage tank (or
he storage tank is very large). The quasi-static cycling results are
ompared with those of You et al. based on a volume-averaged
, (c) averaged along X for both the (1) negative and the (2) positive half cells.

model [12]. A simplified fin geometry similar to that shown in
Fig. 8e with an active area of 16,243 m2/m3, porosity of 91.6%,
and half cell length of 3 mm is used to replicate the geometric
parameters of the electrode material used by You et al. [12]. Fur-

thermore, the total vanadium concentration at the inlet of each
electrode is set to be 2000 mol  m−3, the positive open circuit poten-
tial is set to 1.004 V, and the initial inlet hydrogen concentration
is changed to 4500 mol  m−3. With these modifications, the pore
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ig. 14. Current density distribution on the active surface with an inlet SOC of 50%
alue on the 3-D surface of the electrode fibers (b) averaged along Z (c) averaged al

cale model parameters are now reminiscent of those used in
ou et al. [12].

The overpotentials physically represent the voltage drop across
he electrode–electrolyte interface and depend on the operat-
ng conditions as well as the physical parameters used in the
utler–Volmer equation. Fig. 10 shows the integrated average of
verpotentials over the entire active surface in each of the half
ells during charging/discharging as compared to the results of You

t al. [12]. It can be seen that the overpotentials match well for the
harge cycle, but not for the discharge cycle. Since the only dif-
erence between the charging/discharging cycle is the polarity of
he discharge current, it is expected that the distribution of the
g galvanostatic discharge at 400 A m−2. Distributions shown are (a) local absolute
for both the (1) negative and the (2) positive half cells.

overpotential is antisymmetric about SOC between the two dis-
charge currents for each of the half cells. In other words, the
overpotential of each of the half cells as a function of SOC will
change signs if the polarity of the discharge current is reversed
under the same operating conditions, which is what is observed
with our pore scale results.

Fig. 11 shows the cell voltage during quasi-static charg-
ing/discharging for the pore-scale model as compared to the results

of You et al. [12]. The average error between the results from the
present study and the cell voltage calculated by You et al. [12] is
1.0% for the charge cycle and 0.081% for the discharge. The excel-
lent agreement indicates that the pore-scale model is capable of
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Fig. 15. Local distributions of (a) concentration, (b) overpotential, and (c) current density in the negative half cell corresponding to averaged electrolyte flow velocities of
(1)  1.325 mm s−1 (baseline case) and (2) 0.264 mm s−1 with a specified inlet SOC of 50% during galvanostatic discharge at 400 A m−2. Values are shown on the same range for
comparison.
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ig. 16. Averaged distributions of (a) SOC, (b) overpotential, (c) current density abou
lectrolyte flow velocities of 1.325 mm s−1 (black solid line) and 0.264 mm s−1 (dotte

eproducing the cell-level properties of volumetric models given
he same operating conditions are observed. It should be noted
hat 140 mV  is added to the cell voltage, a procedure adopted
y You et al. [12]. This addition is to account for the potential
ifference across the membrane due to the difference in H+ concen-
ration between the positive and negative electrolytes as well as the
ontribution of the protons to the open circuit voltage at the posi-
ive electrode [30].

.4. Detailed results for baseline XCT geometry
A survey of the results for the distribution of concentration,
verpotential and current density will be presented for the base-
ine XCT geometry. Subject to the default parameters detailed in
ables 2–5,  the operating cell voltage of the cell was  1.169 V.
1) Z-direction and (2) X-direction in the negative half cell corresponding to averaged
 line) with a specified inlet SOC of 50% during galvanostatic discharge at 400 A m−2.

A detailed examination into the species transport in the electro-
chemically active flow cell is visualized in Fig. 12a, where the local
species concentrations of V3+ and VO2+ in the negative and positive
half cells, respectively, are shown in the Y-midplane. It can be seen
that the concentration near the inlet from the bottom of the domain
remains unchanged from the specified Dirichlet value until it nears
the proximity of a carbon fiber, where the electrolyte becomes elec-
trochemically active (cross sections of the carbon fibers appear as
dark features suspended in the cell). As a result, steep concentration
gradients are observed near the active surface. As the electrolyte
further proceeds along the height of the cell, gradual changes in

bulk electrolyte concentration (as compared to the surface concen-
tration in the electrolyte) can be detected as the reacting species
diffuse/advect through the fluid. Note that due to the symmetry
of the fiber structures, the distribution of local concentration is
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Fig. 17. Local distributions of (a) concentration, (b) overpotential, and (c) current
G. Qiu et al. / Electroch

imilar in both half cells. The highest concentration change is found
ear the top of the current collectors.

The corresponding SOCs of the electrolytic species in both half
ells along the Z- and X-directions are shown in Fig. 12b and c,
espectively. Along the height in Fig. 12b, it can be seen that the con-
entration of both species in the electrolyte changes steadily from
he specified value at the inlet. At the pore scale, this trend is subject
o local fluctuations that depend on the density of active surfaces
n a given Z-cross section. It is also apparent that this trend is gen-
rally linear, and so the consumption rate of electrolytic species is
pproximately constant along the height of the cell. In contrast, the
veraged concentration profile along the length of the cell shown
n Fig. 12c  reveals that there is a steep concentration gradient close
o the current collector. The high rate of electrochemical activity
an be explained by a corresponding increase in the surface over-
otentials that exist on the carbon fibers near the current collectors
as described in later sections). These trends in concentration are
lso observed from volumetric models in the literature [10,12].

Compared to volumetric models, however, the pore scale results
ffer much more detail about species transport in VRFB systems.
he local effects of the carbon fibers in a flowing field of electrolyte
hown in Fig. 12a  are unable to be thoroughly studied in the contin-
um domains of volumetric models. Since bulk concentrations are
olved for in volumetric models, the surface concentration of elec-
rolyte must be approximated by empirical means (for use in the
utler–Volmer equation). However, since pore-scale models solve

or the concentration field explicitly in the electrolytic phase, the
alue of surface concentration is directly available.

The overpotential at the surface of the electrode fibers serves
s the primary impetus for electrochemical reactions in a VRFB.
sing the pore-scale model, a 3-D distribution of the overpotential
t the active surface of the electrode fibers is shown in Fig. 13a. For
omparison, the magnitude of the overpotential is plotted (during
ischarge, the overpotential is negative in the positive half cell).
his local distribution is dependent upon the operating parameters
f the flow cell as well as the physical distribution of the fibers. It
an be seen that the overpotential is higher on the fibers that are
loser to the current collectors, and tends to decrease along the
ength of the fibers. It is interesting to note that near the top of
he current collectors where the highest concentration changes are
bserved, overpotentials tend to be smaller. This indicates that one
ill expect to have higher overpotentials where there are more

eactants available immediately near the surface of the electrode
bers.

Trends in the overpotential along the Z- and X-directions are
hown in Fig. 13b  and c, respectively. The Z-averaged plot reinforces
he notion that overpotentials tend to decrease with decreasing
OC along the height of the half cell as shown in Fig. 12b for both
egative and positive half cells. The X-averaged profile shows that
verpotential tends to change more along the length of the half
ell, and is generally higher closer to the current collectors except
mmediately adjacent to the current collectors, where there are
arge concentration gradients. The observed trends along the length
nd height of the half cell found in this pore-scale model are also
choed in the volume-averaged models, where the gradients in
verpotential are primarily along the length of the cell [10,12].

The surface current density is obtained directly from the
utler–Volmer equation and provides information about the local
uxes of charge and species at the active surface of the electrode
bers. Fig. 14a shows the 3-D distribution of the local current den-
ity over the electrode surface for the entire cell. For comparison,
he magnitude of the current density is shown on the same scale in

he 3-D visualization (the current density in the positive half cell is
lways negative for discharge). It is apparent that the range in the
urrent density in the positive half cell is larger compared to that
f the negative half cell. This shows the sensitivity of the surface
density with a specified inlet SOC of 50% during galvanostatic discharge at 800 A m−2.

current density to the operating parameters between the two  sides,
such as the Butler–Volmer rate constant. Similar to overpotential,

the distribution of current density is subject to the local connectiv-
ity of the fibers. Also note that although the ranges in the current
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Fig. 18. Averaged distributions of (a) SOC, (b) overpotential, and (c) current density about the (1) Z-direction and (2) X-direction corresponding to an applied current density
o t SOC

d
t

X
i
i
s
s
v
v
h
d

f  400 A m−2 (black solid line) and 800 A m−2 (dotted gray line) with a specified inle

ensity on both sides are different, the mean current densities of
he two sides are identical, as required by charge conservation.

Averaged distributions of the current density along the Z- and
-directions are shown in Fig. 14b  and c, respectively. It is interest-

ng to observe that these 1-D trends in current density are identical
n shape to the trends observed for overpotential, indicating that
ites of high overpotential will also be sites of high current den-
ity, and consequently regions of high electrochemical activity. In

olumetric models, the distribution of current density primarily
aries along the length of the cell, and remains unchanged in the
eight [10,12].  Here, however, notable trends are observed in both
irections within the half cells.
 of 50%.

5.5. Effect of flow rate on cell performance for XCT geometry

The flow rate is a critical operating parameter in VRFB systems.
If the flow is too slow, the transport of species in the electrolyte will
not be as effective, while a flow that is too fast may  induce large par-
asitic pumping losses. In this section, the effects of fluid velocity on
both local and averaged species concentration, overpotential, and
current density are investigated, and the results are compared to

those of the baseline case presented in the above section. An aver-
age inlet velocity of 0.264 mm s−1 (a five-fold decrease compared to
the baseline case), corresponding to a Reynold’s number of 0.0362,
is used in the test case.
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The local distributions of concentration, overpotential and cur-
ent densities in the negative half cell are shown in Fig. 15 while
he averaged profiles are shown in Fig. 16.  It can be seen from the
oncentration distributions in Fig. 15a that there are significantly
arger concentration gradients in the slower flow rate case. How-
ver, the larger concentration gradients are purely a consequence of
he inhibited advection of fresh electrolyte in the case of the slower
uid velocity; the total amount of species consumed must be the
ame in both cases (since the external current applied is the same).
he factor by which concentration changes between two cases is
oughly the same as the factor by which the velocity changed. It can
e seen from Fig. 16a1 that on average, the concentration change

n the Z-direction is 4 times larger for the slower flow case, which
s close to the factor of 5 by which the velocity decreased. It is also
vident that the SOC at any point in the height of the baseline case
s roughly the same as the SOC at 1/4 of that height for the low flow
ate case. This implies that the species transport in the electrolyte
s a largely convection-dominant process. If the flow is unidirec-
ional and the species transport is purely convection-driven, then
he change in concentration will change by the exact factor as the
hange in velocity.

Shown on the same scales in Fig. 15b and c, it is evident that the
-D distributions of overpotential and current density are amplified
lightly in the slower flow rate case. Larger gradients of both quanti-
ies can be seen near the current collector and in localized clusters
f fibers. From Fig. 16c, it can be seen that the averaged current
ensity does indeed fluctuate about the same mean value in both
ases, as previously mentioned. A similar observation can be made
or the overpotential as seen in Fig. 16c. In the vertical direction,
arger overpotentials and current densities are found close to the
nlet of the cell for slower flow rates, signifying that more reactions
re occurring in that region.

The cell voltage for the new case was 1.166 V, showing that
ecreasing the flow rate in this case degraded the cell performance.

 greater uniformity in the species distribution ensures a higher
OC of the electrolyte at the active surface, and lower overpoten-
ials and current densities are required to drive the electrochemical
eaction. A case with a lower flow rate disrupts this uniformity, and
igher overpotentials are needed to discharge the cell at the same
ate, effectively reducing the cell performance.

.6. Effect of external current on cell performance for XCT
eometry

The effect of the applied discharge current density on the flow
ell relative to the baseline case is investigated in this section using
n increased current density of 800 A m−2. The local distributions
f concentration, overpotential and current density for the neg-
tive half cell are shown in Fig. 17,  and can be compared to the
esults from the baseline in Section 5.4.  The averaged profiles of
hese values are shown in Fig. 18.  From the concentration distri-
utions shown in Fig. 16a, it is evident that with a larger drawing
urrent, one will expect to have larger consumption rates of fuel
n the electrolyte. In fact, under the same operating conditions, the
onsumption rate must be proportional to the rate of the drawing
urrent in order to satisfy charge conservation. This is seen most
learly in Fig. 18a1, where the SOC along the height of the cell in
he baseline case is approximately half that of the case with the
igher drawing current.

A decreased cell voltage of 1.116 V is attained from the higher
urrent density case, indicating a degradation in cell performance.

rom the local and average distributions, it is evident that the
agnitude as well as the gradient of the overpotential and cur-

ent density increased in the case of the larger drawing current. As
xpected from charge conservation, the magnitude of the current
 Acta 64 (2012) 46– 64 63

density is doubled for the test case compared to the baseline; a
similar trend is observed in the volumetric model of You et al. [12].

6. Conclusions

A 3-D pore-scale model has been developed to simultaneously
solve for the coupled fluid, species, and charge transport as well as
electrochemistry in vanadium redox flow batteries (VRFB) based on
XCT-reconstructed geometry of real carbon-felt electrode materi-
als. Unlike existing volume-averaged models, which simulate the
electrochemical processes within a continuum domain, pore-scale
modeling distinguishes between the solid electrode and liquid elec-
trolyte phase in the flow cell, thus capturing the effects of electrode
geometry on cell performance.

The cell voltage and overpotential for idealized geometries
as a function of the active surface area and the state of charge
(SOC) are examined first and the results are compared with a
simplified model based on charge conservation, as well as those
obtained using volume-averaged models. The pore-scale model
is then used to study the averaged and local species concentra-
tion, overpotential, and current density based on detailed XCT
geometries. The performance predictions from the present model
show good agreement with macroscopic models and experimen-
tal observations. However, the pore-scale model provides valuable
information inside the porous electrode for loss detection and will
aid in optimizing electrode microstructures and flow designs for
VRFBs. Future work will focus on examining the effects of assembly-
induced compression and flow configurations on the performance
of VRFBs.
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Appendix A. Nomenclature

A surface area of electrode fibers [mm2]
A* ratio of active surface area to current collector area
C concentration [mol m−3]
D diffusivity [m2 s−1]
e discrete velocities in the D3Q19 model
E effective voltage [V]
E0 open circuit voltage [V]
f particle velocity distribution function
F Faraday’s constant [C mol−1]
H total cell height [mm]
J current density [A m−2]
l half cell length [mm]

L average pore size [�m],  total cell length [mm]
n̂ surface unit normal
N mole flux [mol m−2]
p fluid pressure [Pa]
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 universal gas constant [J mol−1 K−1]
e Reynold’s number
OC state of charge

 operating temperature [K]
 velocity of the electrolyte flow [m s−1]
′ averaged LBM fluid velocity

half cell volume [mm3]
weight factors
total cell width [mm]
discrete lattice coordinate
component in the X direction [mm]

 component in the Y direction [mm]
valence
component in the Z direction [mm]

reek letters
 transfer coefficient

 overpotential [V]
 potential [V]

 conductivity [S m−1]
 electrolyte kinematic viscosity [m2 s−1]

electrolyte density [kg m−3]
 relaxation time

ubscripts
 reaction (1)

reaction (2)
 discrete lattice direction

anodic reaction quantity
vg average quantity

cathodic reaction quantity
ff effective property
xt externally applied quantity, current collector quantity

 fixed charge site quantity
 species j ∈ {V(II), V(III), V(IV), V(V), H+, H2O, SO4

2−}
em ion-exchange membrane quantity

 solid fiber phase property
uperscripts
dimensionless quantity

 total or initial quantity

[
[

[
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eq  equilibrium state
in cell inlet value
s surface property
+ positive half cell quantity
− negative half cell quantity
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